
Mid-air Interaction with Optical Tracking for 3D Modeling

Abstract

Compared to common 2D interaction done with mouse and other 2D tracking devices, 3D hand tracking with low-cost
optical cameras can provide more degrees of freedom, as well as natural gestures, when shape modeling is done in
virtual spaces. However, though quite precise, the optical tracking devices cannot avoid problems intrinsic to hand
interaction, such as hand tremor and jump release, and they also introduce an additional problem of hand occlusion.
We investigate how to minimize the negative impact of these problems, and eventually propose to use hands in a way
similar to how it is done when playing the theremin – an electronic musical instrument controlled without physical
contact by hands of the performer. We suggest that the dominant hand controls manipulation and deformation of
objects while the non-dominant hand controls grasping, releasing and precision of interaction. Based on this method,
we describe a generic set of reliable and precise interaction gestures for various manipulation and deformation tasks.
We then prove with the user study that for the tasks involving 3D manipulations and deformations, hand interaction is
faster than common 2D interaction done with mouse.

1. Introduction

We use our hands in many ways for various model-
ing and assembling tasks. For example, different ways
of grasping are developed for taking objects with differ-
ent sizes and shapes. To deform an object, we may poke,
press or smooth it by one or several fingers or any other
parts of a hand. Two hands are used for twisting, bend-
ing or squeezing, where motions of wrist, shoulder, or
the whole arm are involved. Moreover, the second hand
can be used either in a symmetric way, e.g., to hold large
objects together with the first hand, or for auxiliary con-
trol, e.g., to constrain motion of the object. The developed
hand interaction ways allow us to deal with the most ba-
sic modeling tasks. However, when working on the preci-
sion tasks, two intrinsic problems of hand interaction ex-
ist: hand tremor and jump release. Hands tend to tremor
when there is no physical support. Jump release causes
the object to slightly displace when the fingers are being
removed from it. These problems seriously affect the pre-
cision of object placement, especially for small compo-
nents.

Historically, 3D modeling with computer uses 2D
tracking devices, such as mouse and touchpad, which are

based on tracking positions of one or a few points on a
plane. As a result, while minimizing the negative impact
of tremor and jump release in the modeling process, the
plethora of natural hand gestures was replaced with only a
few basic 3D manipulations which are often rather unnat-
ural and even inefficient when implemented using succes-
sive 2D tracking operations. For example, an arbitrary 3D
rotation is split into several subsequent rotations around
principal axes.

Progress in computer vision allows mid-air hand mo-
tion to be tracked by affordable optical sensors, such
as Leap Motion controller, uSens Fingo and Creative
Senz3D. This way of interaction has boosted many appli-
cations in VR games and entertainment, however, very lit-
tle was done in using mid-air interaction in precise shape
modeling and virtual assembling [1]. In this paper, we
investigate whether interaction in 3D modeling can be
improved by optical hand tracking so that 3D tasks can
be performed as natural as in real life and as efficient as
using common 2D-tracking based interaction while the
problems created by hand tremor, jump release, and hand
occlusions are minimized. We survey the related works
in Section 2 and test a few common optical sensors in
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Section 3. We then illustrate in Section 4 what happens
when common mid-air interaction ways are implemented
for precise shape modeling and propose a new way of in-
teraction in Section 5. The proposed method is validated
by the user study described in Section 6. Discussion and
conclusions are given in Section 7 and 8.

2. Shape modeling with hands – from real-life to digi-
tal

2.1. Limitations of natural hand motion

Before considering mid-air interaction for solving
modeling and assembling tasks, it is important to under-
stand the precision limits of hand motion in real-life inter-
action tasks.

In various studies, e.g., in [2], it was observed that pre-
cise in-hand manipulation has the best performance only
when the sizes of objects range from 48 mm to 59 mm.
Due to the constraints imposed on finger joint motion,
in-hand rotation capabilities are also quite limited, de-
pending on the direction of rotation axis [3, 4]. Inter-
action becomes extremely difficult when the size of an
object is smaller than 5 mm, e.g., it may become chal-
lenging to screw a small nut onto a bolt or to thread a
needle. Although various precision tools (such as a tweez-
ers, needle threaders, etc.) can be used, hand tremor still
adds to the difficulty of operations in such scale. The
tremor amplitude varies between 0.4 ± 0.2mm for young
and 1.1 ± 0.6mm for older people [5, 6]. Hand tremor is
also closely associated with jump release which may hap-
pen when fingers are not simultaneously removed from
the surface of the object while it is being placed. A lit-
tle momentum created by the delayed finger motion may
slightly displace the object. Furthermore, these problems
may be further affected by arm fatigue which is resulted
from long-time operations.

Therefore, although hand tracking devices are quite
precise and they are able to capture sub-millimetre dis-
placements of the fingers, direct transfer of our real-life
hand interaction to virtual environments may not be al-
ways feasible for achieving high efficiency of interactive
shape modeling. On the other hand, like when using tools
and magnifying glasses in real life, the intrinsic problems
of hand manipulations can be potentially reduced by using
constraints and varying precision and coordinate mapping

in virtual modeling environments. Keeping the limitations
of hand motion in mind, we explore the ways of virtual
interaction that can minimize or totally avoid negative ef-
fects of these problems.

2.2. Interaction using 2D tracking devices
Common 2D tracking devices can be efficiently used

for 2D tasks (e.g., sketching and manipulation on a plane)
and some 3D tasks that can be mapped into 2D (e.g., 3D
object selection with the ray casting method). A common
optical mouse has an accuracy of 800 to 1600 dpi (dots per
inch), e.g., [7, 8], which corresponds to 31.8 to 15.9µm.
There are, however, tests showing that the actual accuracy
is in fact lower than that. For example, a mouse sensor
ADNS6010 with stated 12.7µm (2000 dpi) was tested in
[9]. The position error when moving 1024 µm was 144
µm for static measuring and the maximum error was 187
µm for dynamic measuring. The obtained accuracy still
allows a standard mouse to be used precisely for the pur-
pose of shape modeling. However, when it comes to 3D
operations such 2D tracking devices become inefficient
due to limited motion space and degrees of freedom. Spe-
cial interaction techniques were developed for such tasks
to be performed with 2D tracking devices.

3D widget (also called 3D gizmo or manipulator) is a
common method used by most shape modeling tools, e.g.,
Autodesk Maya. Manipulation of an object is performed
by interacting with translation, rotation and scale widgets
embedded into it. Some special widgets were also de-
signed for deformations, such as tapering, twisting, bend-
ing and their combination [10]. The widgets interactively
control the parameters, including range, extent and direc-
tion of deformation. They can be efficiently and precisely
used with 2DOF operations, but become inefficient for ar-
bitrary operations of more degrees of freedom. For exam-
ple, aligning two objects can be divided into a sequence of
translations and rotations. Aside from widgets, 3D tasks
have also been implicitly mapped to 2D space using var-
ious intuitive techniques. Virtual trackball, Shoemake’s
Arcball and Two-arc Valuator methods allow 2DOF of 3D
rotation to be controlled simultaneously by a mouse [11].
A sliding method was proposed for 3D translation in [12],
where the object being moved was sliding along another
one. Although for some specific cases interaction with 2D
tracking devices can be designed in a more efficient way
than 3D tracking [13], the insufficiency of DOFs always
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makes it not as convenient as direct manipulation in 3D
space.

Interaction with 2D tracking devices can be potentially
improved if we use dexterous motion of hand and fingers
mimicking the way how we use them in real life. How-
ever, it should also be understood that continuous holding
hands in the mid-air without physical support will cause
arm fatigue [14]. In order to further explore whether ex-
isting interaction can be improved with 3D hand motion,
we will survey the commonly available hand tracking de-
vices, as well as related virtual interaction techniques. In
order to achieve the desired accuracy of modeling, we ex-
pect from the tracking device a precision comparable with
the accuracy of a common optical mouse.

2.3. Technologies of 3D hand motion tracking
Glove-based and vision-based systems are commonly

used to track motions of hand and fingers. Other track-
ing methods, such as multi-fingered exoskeleton haptic
devices, acoustic and light sensors, and electrical signals
in muscles [15], are either too expensive, not accurate
enough, or still in their early stages of development.

The major component of a glove-based tracking sys-
tem is a cloth glove with special bend sensors sewn in-
side to measure the bending angles of the finger joints.
Tracking of global hand motion requires additional track-
ers to be put on hand or wrist. Absolute positions of fin-
gertips cannot be directly tracked, but can only be cal-
culated according to the global hand position and bend-
ing extent of the fingers. The global hand motion can be
tracked quite precisely, e.g., a professional optical track-
ing system OptiTrack Prime 41 has a precision of up to
0.2 mm [16]. Therefore, the precision of glove-based sys-
tems when tracking the global hand motion is compara-
ble to that of the mouse. However, it becomes less ac-
curate when tracking the tip of a bent finger, the accu-
racy of which is affected by several problems including
nonlinearity, cross-coupling and noise. Therefore, when
tracking separation distance of a pinching gesture, which
was performed by connecting thumb tip and index finger-
tip, the actual separation distance when using the profes-
sional glove-based system CyberGlove was measured as
7.53 cm from raw data, and 5.25 cm after linear calibra-
tion [17].

Vision-based systems track hand motion with cameras
and analyse the hand postures from the captured images

by using computer vision algorithms. Absolute positions
of palm and fingertips can be located by using optical
techniques. For example, Leap Motion controller tracks
hand motion in 3D space using two monochromatic in-
frared cameras. The accuracy of tracking the tip of a pen
was within 0.2 mm when the pen was static, and 2.5 mm
when the pen was moving [18]. Another test [19] showed
that the accuracy of tracking of a static fingertip was less
than 0.01 mm in a 30 cm area above the device, while
the overall accuracy was below 0.5 mm in its entire sen-
sory area. Therefore, vision-based systems show a better
performance than glove-based systems when tracking the
absolute position of a single fingertip. However, the pre-
cision decreases significantly when it comes to tracking
fingertips which are located close to each other. Accord-
ing to [20], the error of Leap Motion controller was 0.878
cm when the distance between the thumb tip and index
fingertip was 1 cm. Only when the separation distance
was larger than 5 cm, the error was smaller than 0.04 cm
This result was also confirmed in [19], which reported that
the device failed to track the constant tip distance (21.36
mm, sd = 0.023 mm) of two sticks – the tracking was so
unstable that the deviation was not limited to 0.8 cm.

In summary, both glove-based systems and vision-
based tracking have their own pros and cons. Glove-based
systems have a stable performance of tracking hand mo-
tion, but the tracked fingertips may shift when the fingers
are bent. Vision-based systems can track absolute posi-
tions quite precisely, but their performance is inconsistent
and unpredictable due to wrong estimation of the ambigu-
ous images of occluded hands. Both of these systems can
have a precision comparable to the mouse when tracking
the position of a single point on hand. However, we be-
lieve that using vision-based tracking is a more promis-
ing and suitable for the purpose of designing interaction
for shape modeling. On one hand, optical sensors are
more convenient and affordable rather than glove-based
systems for shape modeling on a daily base. On the other
hand, vision-based tracking has received much research
attention, which resulted in improvements on the tracking
quality in recent years. Thus, works [21, 22] already show
that the previously mentioned major problems of optical
tracking have been solved to some extent. Optical track-
ing is becoming more popular than tracking with glove-
based systems. Therefore, we have selected vision-based
technology for hand tracking to conduct the research in
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this paper.

2.4. Natural hand interaction

With reference to whether collision with virtual hands
(driven by real hands) is involved, natural interaction tech-
niques can be classified into two types: collision- and
gesture-based methods.

Collision-based methods mimic natural interaction by
implementing collisions between virtual hands and ob-
jects. So-called, “colliders” are assigned to virtual hands
and objects, and the interaction is computed either purely
algorithmically [23] or using a physics engine. Real-
life non-prehensile interaction ways, such as pushing and
hitting with a hand, can be realistically simulated by a
physics engine, while additional algorithms [24, 25, 26,
27] need to be implemented for grasping in order to de-
fine the frictions and prevent finger penetration. Aside
from rigid interaction, some methods were also proposed
to define interaction with deformable objects, such as a
piece of clay [28], freeform surface [29], and elastic ob-
jects [30]. Collision-based interaction is thus intrinsically
natural – real-life interaction ways can be directly used in
the system without much explanation to the users.

Generally, collision-based methods are computation-
ally expensive to be implemented in complex virtual envi-
ronments. For example, in Unity 3D system a mesh col-
lider can only be generated on a convex mesh which has
less than 256 triangles. In contrast, gesture-based meth-
ods do not require collisions to be calculated, which thus
makes them to be more efficiently used, as well as they are
not limited by the size of the mesh. Gesture-based meth-
ods control different interaction with a set of pre-defined
gestures, which can be recognized directly from the im-
ages captured by cameras or computed from the articu-
lated hand model. Such methods can be natural when ges-
tures used in real-life are implemented for virtual interac-
tion. For example, the pointing gesture [31, 32] combined
with ray casting method can be used for virtual object se-
lection. Mimicking how we take objects with thumb and
fingers, the pinching gesture was implemented for grab-
bing objects, followed by translation and rotation by mov-
ing hands or wrist rotation [33]. However, the methods
can only allow some simplified interaction ways to be im-
plemented, which makes it less realistic than using the
collision-based methods. For example, natural interaction

ways, such as claying with fingers, cannot be realistically
simulated with such methods.

Both collision-based and gesture-based methods are af-
fected by the problems of hand tremor and jump release,
which become serious when small-scaled hand motion is
involved. For collision-based interaction, it is difficult
to precisely release the object being grasped when the
tracked fingers sink into virtual objects. These problems
were solved by several ways including 1) provision of ad-
ditional visual feedback with a hope to use a light grasp
[34], 2) optimization of the algorithm for object releasing
[35], and 3) design of additional algorithms for enhancing
the stability, e.g., to dynamically change the precision ac-
cording to the hand motion speed [36]. In addition, occlu-
sion of fingers, when a hand is used for holding objects,
can be estimated as proposed in [37]. However, with one
optical sensor the occlusion problem cannot be solved in
principal. Both collision-based and gesture-based inter-
actions have their own advantages and intrinsic problems
when they are used for implementing efficient and natu-
ral interaction. However, there is no apparent evidence
which method is more suitable to be used in shape model-
ing interaction to achieve the goal of making virtual inter-
action as natural as in real life and as efficient as common
2D-tracking based interaction. Therefore, both methods
should be tested in order to have a better understanding of
their limits. In the following two sections, we select an
optical hand tracking device and implement natural inter-
action algorithms with it.

3. Optical sensors selection and test

3.1. Optical sensors comparison
There are many kinds of commercial optical sensors

available in the market. In order to implement real-life
interaction, we consider such sensors that can track small-
scale hand and finger motion with high precision. Avail-
able sensors that can satisfy our requirements are Creative
Senz3D, uSens Fingo and Leap Motion controller. They
can track both hand and finger motions with their official
SDKs. Besides them, Microsoft Kinect for Xbox One also
has the potential tracking capability to track finger motion
[38]. However, its official SDK mostly concentrates on
tracking the whole body motion, while a hand is simpli-
fied to three points only. Therefore, we only tested Cre-
ative Senz3D, uSens Fingo and Leap Motion controller.
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All of the three sensors can track small-scale hand mo-
tion in the area above or in front of the device. Creative
Senz3D is designed to be placed on the monitor and track
hand motion in front of it. uSens Fingo is to be used in
combination with a head mounted display (HMD), i.e., to
track hands in front of it. Leap Motion controller can ei-
ther track hand motion above it, or in front of it when it
is attached to HMD. The initial test showed that the hand
tracking quality with Leap Motion controller was signif-
icantly better than that of Creative Senz3D. Seriously af-
fected by occlusions, tracking of fingers and palm motion
by Creative Senz3D was very discontinuous, which was
prohibitive for fine modeling tasks. Both Leap Motion
controller and uSens Fingo have a good quality of track-
ing global hand motion, as well as finger motion when
they are not occluded. Leap Motion controller has a bet-
ter performance in estimating the finger occlusion.

Leap Motion controller was then selected as the track-
ing device for this research. This is also because Leap
Motion controller provides C++ SDK for Windows, while
uSens Fingo only provides Unity SDK, which limits its
possible application. We will still keep the tracking capa-
bilities of the other two devices in mind, and consider to
further propagate to these sensors what we will design for
Leap Motion controller.

3.2. Testing Leap Motion controller

In the initial test, Leap Motion controller was placed
on a desk to track hand motion above it. It was observed
that the effective range of the device, where hand and fin-
ger motions can be reliably tracked, was around 40 cm in
width and 40 cm in depth. The reliable vertical tracking
area starts from 10 cm above the device up to the height
of more than the maximum reach of hands when sitting
in front of the desk. One hand can slightly overlap the
other without loss of tracking. Palm position and orien-
tation could be more reliably tracked than finger motion,
and therefore to be preferred for tracking as input for 3D
modeling. Fingers motion can only be tracked when they
are not occluded. However, even when the fingers are fac-
ing the device, the separation distance between the thumb
tip and the fingertips can not be tracked when it is below
3 cm, which accords with the tests referenced in Section
2.3.

Figure 1: Real-life and virtual tasks in the experiment of collision-based
interaction. (a) Putting a cap onto a container. (b) Screwing a nut onto
a bolt. (c) Making elastic deformation with one hand and (d) twisting
deformation done by two hands.

4. Implementation of natural collision-based and
gesture-based interaction

Both collision-based and gesture-based interaction
should be tested with an emphasis paid to the natural way
of interaction, i.e., we attempted to exactly mimic in the
virtual modeling environment the ways we use hands in
the real world.

As a test-bed, we designed and implemented four typ-
ical hand interaction tasks for collision-based interaction,
which were /1/ putting a cap onto a container, /2/ screw-
ing a nut onto a bolt, /3/ making elastic deformation with
one hand, and /4/ twisting deformation done by two hand,
as shown in Figure 1. We attempted to exactly mimic in
the virtual modeling environment the ways we use hands
in the real world. Hand motion was restricted within the
best tracking area, as tested in 3.2, with a width and depth
of 40 cm and a height from 10 cm to 40 cm. 1:1 coordi-
nate mapping of the tracking area to the virtual modeling
space was used. The sizes of virtual objects were such
that they could be grasped with the distance of 3 cm be-
tween the thumb and the fingers, as measured in Section
3.2.

To make a lower benchmark, we used our own imple-
mentation of the collision detection rather than a physics
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Table 1: Time spent on real-life and virtual interaction of each task
Task 1 Task 2 Task 3 Task 4

Real Virtual Real Virtual Real Virtual Real Virtual
Average time (sec.) 3.8 9.1 4.4 17.2 3.5 6.6 3.2 7.6
Standard deviation 1.2 2.1 1.4 4.5 1.4 2.6 0.9 3.9

engine. In the implementation, five point “colliders” were
put on the five fingertips. The shapes were defined us-
ing implicit functions, which allowed for precise collision
computation between virtual fingers and objects. In addi-
tion, correction algorithms were also devised to visually
prevent finger penetration into objects. Visual feedback in
forms of changing finger colors and displaying arrows in-
dicating force exerted was also provided in order to com-
pensate the loss of force feedback. Following the idea
proposed in [39], the precision of interaction had to be
enhanced when the hand motion speed is low. This had to
allow the virtual objects to be precisely placed while min-
imizing the problems of hand tremor and jump release.
We then proceeded to the user study to compare the vir-
tual interaction with the real-life interaction.

In the user study, 16 participants (8 male, 8 female)
were invited for the study. Average age was 28 (sd =

3.12). 5 of them had an experience with mid-air interac-
tion. The mid-air interaction devices which they used be-
fore were Leap Motion controller, Microsoft Kinect, Wii
and HTC VIVE. They were required to perform the real-
life tasks followed by the corresponding virtual interac-
tion. The time they spent on each task was recorded.

T-test was performed to compare the time of virtual and
real-life interaction in each task. However, with refer-
ence to Table 1, the results showed that the virtual inter-
action was significantly slower than the real-life interac-
tion (p < 0.01 for all the tasks). The biggest time dif-
ference was observed in Task 2, where quite similar hand
movements were involved as in Task 1, but the sizes of
virtual objects were smaller. We tried several ways to im-
prove the efficiency of virtual interaction, including using
stereo display with Oculus Rift and making virtual grasp-
ing easier. However, the improvement we could achieve
was very incremental. Several intrinsic problems sum-
marized below prohibited us to further continue with the
collision-based interaction.

• Missing of touch feedback (which was expected in

collision-based interaction) made it difficult to trans-
fer real-life interaction ways efficiently to virtual in-
teraction. It took more time to reach and touch vir-
tual objects, which became even more difficult when
the sizes of objects were small. Screwing the nut
with fingertips became clumsy in virtual interaction.
Indeed, it was observed by Garbaya and Zaldivar-
Colado [40] that adding force feedbacks with the
multi-fingered exoskeleton haptic device made vir-
tual tasks to be done more efficiently.

• The quality of collision-based interaction highly de-
pends on the accuracy of the tracking technology.
With the selected optical sensor, virtual finger mo-
tion could not be controlled precisely due to the oc-
clusion problem and limited accuracy of tracking
some hand postures.

• Although the virtual finger penetration was corrected
visually, the actual unconstrained finger penetration
caused difficulty in releasing objects, which was
even more serious when a finger sank deeply into the
object. This case prevented the problem of jump re-
lease from being completely solved algorithmically.

Next, we proceeded to the gesture-based interaction.
The idea was to recognise many gestures with only a few
algorithms [41, 42] while the precision was controlled dy-
namically during releasing the objects. We also avoided
as much as possible to display the virtual hand but rather
displayed objects moved by it. We designed a set of real-
life interaction tasks involving manipulations of virtual
and real objects. Paying attention to efficiency, we re-
quested the users in the study to perform the same simple
operations on virtual and real objects and compared the
time spent on the tasks (refer to Figure 2).

In contrast to the collision-based interaction, the partic-
ipants could complete the tasks within the allocated time,
however the designed interaction was still difficult to be
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Figure 2: The tasks of gesture-based interaction.

performed precisely, mostly due to the occlusion prob-
lem happening when two hands were close to each other,
as well as when self-occlusions happened during various
twisting gestures performed by one hand. Despite that
some of the participants gradually learned how to adjust
their hand postures and positions to minimize occlusion
during interaction, we still could not achieve the desired
perfection of interaction.

According to the results, we concluded that the gesture-
based interaction was more promising than collision-
based methods to achieve higher efficiency with optical
tracking. Several problems prevented collision-based in-
teraction to be used as efficient as real-life interaction.
In comparison, gesture-based interaction saved the time
used for colliding with virtual objects. The performance
did not drop down significantly when dealing with small
objects because collision computation was avoided. The
occlusion then remained to be the main problem, and the
main challenge became to find a way how to eliminate it.

Figure 3: (a) Playing the theremin (Moog Etherwave Standard). (b)
Theremin-style gestures proposed for 3D modeling in mid-air.

5. Making shapes like playing music

5.1. Principles of Interaction

With the goal to eliminate the negative effect of the oc-
clusion problem, we propose to use hands in a way sim-
ilar to how it is done when playing the theremin – an
electronic musical instrument controlled without physical
contact by hands of the performer [43]. Theremin consists
of two metal antennas that sense the relative positions of
the thereminist’s hands. The pitch of notes is controlled
by one hand and the volume is controlled by the other
hand (Figure 3(a)).

The hands never make any occlusion and the precision
of the instrument can be tuned for each individual player
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by adjusting the range of the notes and volumes. We then
hypothesized that if fine music can be played by mov-
ing hands in the mid-air without any physical support,
we then should be able to make fine shapes in the virtual
space by moving hands in the mid-air as well. Therefore,
we decided to consider such kind of bimanual interaction
where grasping and moving are separated between two
hands (Figure 3(b)), specifically:

• The hand tracking space is divided into two un-
equal and non-intersecting zones: one bigger zone
for tracking the dominant hand and another smaller
zone for tracking the non-dominant hand.

• The dominant hand is only tracked for changing po-
sition and orientation. This can be the tracking posi-
tion of the whole hand or individual fingers.

• The non-dominant hand is tracked for triggering two
events – grasping and releasing – as well as for con-
tinuous changing of the precision of operation. De-
pending on the capability of the tracking device, it
can be done either by moving the hand up and down,
as the thereminist is doing to change the volume, or
by closing/opening fingers as in the grasping gesture.

• Whenever it is possible, we do not display virtual
hands but rather objects which are being manipulated
by them.

In the proposed way of interaction, both hands are still
doing natural grasping and motion. Using separate mo-
tion spaces, they will not occlude each other, as when the
theremin is played. If the hands will be facing the sen-
sor, the finger motion can be reliably tracked. There will
be no jump release either because the release event, trig-
gered by non-dominant hand, will not affect the object
motion controlled by the dominant hand. Moreover, an
ability to continuously change the precision of operation
with another hand will allow us to solve the problem of
hand jitter since the precision can be increased gradually
before releasing the object.

Based on our experiments with natural gestures de-
scribed in Section 4, we also believe we will achieve
higher efficiency if we avoid displaying virtual hands,
since observation of the motion of the virtual ob-
jects/instruments controlled by the hands may be more

essential for the user than the ability to see the simulated
hand. However, whenever needed, a simplified not ob-
structing virtual representations of the fingertips or palms
still can be shown.

5.2. Technical details of interaction design using Leap
Motion controller

The specifics of Leap Motion controller, compared to
other hand tracking devices considered in Section 3, is
in its ability to precisely track individual fingers. There-
fore, motions of fingers from the non-dominant hand
were tracked to recognise the grasping/releasing gesture.
To minimize finger occlusion, the palm of non-dominant
hand should face the device while performing the grasp-
ing and releasing motion, which is also ergonomically
comfortable for the user. Specifically, the palm should
face down when Leap Motion controller is used, while
should face the user when uSens Fingo is attached to the
HMD. Alternatively, the user can opt for moving the non-
dominant hand up and down instead, which can be used
for tracking by the devices that cannot track finger motion
(e.g., by Creative Senz3D).

The palm motion of dominant hand is tracked for most
of the operations, while fingers are only tracked when they
can improve existing interaction and on the condition that
they are not occluded. The user can hold the hand in any
convenient way (with all the fingers extended or with the
fingers bent), since it is the hand position and orientation
which will be tracked by the controller.

In Figure 4, the two tracking areas set for Leap Mo-
tion controller are illustrated without showing the depth
dimension. The same best tracking area is used, as tested
in 3.2, with a width of 40 cm and a height from 10 cm to
40 cm above the device, as well as the minimum separa-
tion distance of 3 cm between thumb and fingers for the
non-dominant hand. In this hand motion range, elbows
can be rested on the surface of the desk so that arm fa-
tigue can be minimized during interaction. However, it is
essential that the previously fixed 1:1 coordinate mapping
becomes variable when the precision of operation is be-
ing continuously changed by the non-dominant hand. It
allows us to filter the hand tremor and jump release dis-
placements as well as to increase the overall precision of
modeling.

Since there are no any visible boundaries in the phys-
ical hand tracking space, we provide visual feedback to
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keep the hands within their tracking areas. Thus, if the
dominant hand moves outside its tracking area, the re-
spective 3D cursor or object controlled by it will stop fol-
lowing the hand until it returns back to the tracking area.
For the non-dominant hand, there is also a visual indicator
of the degree of grasping which also works only when the
hand is located within its tracking area.

The extent of grasping is measured by the height of the
non-dominant hand or distance between the thumb tip and
the index fingertip, which is denoted as D. Suppose the
maximum and minimum thresholds of D are Dmax and
Dmin. When the object is firmly grasped by the non-
dominant hand (D 6 Dmin), the control/display (C/D)
ratio r is set as the minimum value r1 so that 3D dis-
placement of the dominant hand maps to the entire visible
shape modeling area, i.e. motion from corner to corner
in the tracking space will result in the cursor/object mo-
tion from corner to corner in the modeling space. Also,
rotation of the wrist will map to the maximum angle of
rotation of the object in the modeling space. When the
non-dominant hand is open (D > Dmax), the virtual ob-
ject will no longer be controlled by hand motion so that
r = ∞. To minimize the negative effect of hand tremor,
when releasing the object (by slowly opening or moving
up the non-dominant hand D→ Dmax,D > Dmin) the C/D
ratio r = r1 +(D−Dmin)∗(r2−r1)/(Dmax−Dmin) is linearly
increasing towards the maximum value r2 so that bigger
displacements of the hand result in smaller displacements
of the cursor/object, and bigger angles of the wrist rota-
tion will result in smaller rotation angles in the modeling
space.

5.3. Design of the Actual Gestures and Interaction

The proposed bimanual interaction way allows any ac-
tual operations to be implemented. We considered design-
ing an interaction interface with basic functions including
menu selection, object manipulation and deformation, as
well as scene manipulation. In addition, we wanted to
allow the actual interaction techniques to be used by all
kinds of optical tracking devices with different levels of
tracking capability. The minimum requirement is to be
able to track two hands as two 3D moving points, just
as in the case of Creative Sens3D. Therefore, alternative
techniques are also provided for such cases. The proposed
interaction interface description follows.

Figure 4: The interaction space of two hands.

Figure 5: Interaction techniques for (a) Rotation (b) Tilting (c) Twisting,
and (d) Bending.

Menu selection. The menu items are browsed by moving
the dominant hand. The position of the dominant hand
is displayed as a 3D cursor. When it moves in vicinity
of the menu, 2D tracking is triggered so that the cursor
is always placed over the menu items regardless of oc-
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casional moves of the hand in the third dimension. The
precision of browsing is increasing when the grasping is
being triggered by the non-dominant hand by closing or
moving it down. This interaction method both minimizes
the influence of hand tremor and prevents from accidental
selection.

Object manipulation. In all object manipulations, the ob-
ject has to be first selected/grabbed by the non-dominant
hand. This is done depending on the device used, either
by closing the hand or by moving it closer to the device.
When being slowly released, the precision of the object
placement is gradually increasing.

• Translation. The selected object is following the
dominant hand motion while it is being grabbed by
the non-dominant hand. Usually the palm position is
tracked as input. However, it can also be switched
to tracking index fingertip position when the user is
pointing with the finger.

• Rotation. The first way of rotation directly maps
the wrist rotation to the object rotation. Since the
wrist rotation is limited and constrained, the second
way of rotation can be used which is based on ro-
tation of the visual aid – a bar connecting the cen-
tre of the object with the 3D cursor moved by the
hand. Tracking of fingertips can also be used as in-
put since the finger motion is more dexterous than
the wrist motion. However, this way can only be
used for axis-constrained rotation with some specific
directions when the finger occlusions are minimized.

• 6-DOF placing. The dominant hand controls trans-
lation and rotation (constrained by the wrist rotation)
simultaneously with 6-DOF motion in the space.

Scene manipulation. This mode is triggered by the
same grabbing/releasing gestures performed by the non-
dominant hand when it is displaced to a higher position in
its tracking area. The whole scene can be rotated by mov-
ing the dominant hand in the vertical plane, or dragged
towards or away from the user by moving the hand away
from and towards the screen, as shown in Figure 5(a).

Work-piece deformations.

• Deformation Axis and Range Adjustment. The defor-
mation axis, as well as its range limits, can be moved,
rotated or placed using the proposed object manipu-
lation techniques as shown in Figure 5(b).

• Twisting. Twisting can be done by moving the dom-
inant hand horizontally, as shown in Figure 5(c).

• Tapering, bending and tilting. After closing the non-
dominant hand, a point initially placed on the defor-
mation axis is translated with the motion of the dom-
inant hand. For bending and tilting, the direction of
deformation is defined by the direction of the bar, as
shown in Figure 5(b) and (d).

5.4. Implementation

Aside from rigid manipulation and deformation of in-
dividual primitives, we also implemented the operation of
combining them together. The tool object in the scene can
be combined with the work-piece object using Boolean
operations, which are accessible from the menu. The
shapes are defined with FRep [44]. Specifically, a solid
object is defined by inequality f (x, y, z) ≥ 0. The points
on, inside and outside the object result in 0, positive and
negative values of the function, respectively. We used Vir-
tual Reality Modeling Language (VRML) and JavaScript
(VRML script) as our programming language, and Bit-
management BS Contact as the viewer. This choice was
motivated by the available function-based extension of
VRML (FVRML/FX3D) [45] which permits geometric
shapes and operations to be defined using analytic FRep
functions straight in the VRML/X3D code together with
the standard definitions of VRML and X3D. The hand
tracking data was obtained from the Leap Motion SDK
version Orion 3.2, and delivered to the platform using a
plugin we developed and described in [46].

6. Evaluation of the results

Before undertaking the final user study we first tested
the same cases as in our previous implementations, specif-
ically, screwing a virtual nut onto a bolt as well as placing
and deforming objects (See Figure 6). We observed that
the tasks could be done more precisely and robustly than
before since the occlusion problem was minimized with
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Figure 6: Implementations of the theremin-style interaction for natural
interaction tasks studied in Section 4. (a) Placing the nut. (b) Rotating
the bolt by rotating the scene. (c) and (d) are placing a pencil and a book.

the new method. Having obtained these encouraging re-
sults, we then investigated whether the proposed mid-air
interaction method could improve existing interaction of
shape modeling with common 2D tracking devices.

The commercial modeling tool Autodesk Maya was
used in this exercise. In Autodesk Maya, manipulation
and deformation widgets were implemented for 3D tasks
to be done with a mouse. As analysed in Section 2.2,
the obstacle of using a mouse is that 3D operations have
to be decomposed into a sequence of 2D operations. We
were interested in whether such operations can be more
efficiently done with the proposed interaction technique,
while the intrinsic problems of hand motion and tracking
could be minimized.

6.1. Task

We considered a common shape modeling case which
required to /1/ Select items from a menu; /2/ Rotate the
3D scene with a work-piece object to any desired orienta-
tion; /3/ Select a tool-object and place it on, near or inside

Figure 7: The shape modeling task contains five steps: (a) To place an
ellipsoid on top of the block. (b) To assemble three petal blocks around
the ellipsoid with 120◦ between any two neighbours. (c) To bend the
upper middle part of the first block in a specific direction. (d) To align
the deformation axis with the lower unbent part of the block and (e) to
twist the unbent part of the block.

the work-piece object; /4/ Apply some CSG operations
onto them (add and remove material); /5/ Perform defor-
mations of the work-piece. The actual task (see Figure 7)
contained the following five steps:

• In step (a), the ellipsoid had to be placed on the cen-
ter of the top square face of the block while the bot-
tom was touching the surface.

• In step (b), the three petal blocks had to be placed
in the same horizontal plane with the ellipsoid while
touching the surface. The blocks had to be individu-
ally manipulated so that the angles between each two
neighbours were 120◦.

• In step (c), bending had to be done at the upper half
part of the first block. This required to 1) move up
the bending widget, 2) adjust the bending range and
drag out the bending bar to define the bending ex-
tent, and 3) to adjust the bending direction by rota-
tion of the widget until the bar controlling bending
penetrated through an edge of the block.

• In step (d), the twisting widget had to be aligned with
the central axis of the lower unbent part of the body
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block. This required to 1) align the widget with the
edge of the lower unbent part of the block, and 2) to
translate the widget to the center.

• In step (e), the bounding range had to be adjusted to
exactly include the unbend part of the block before
twisting the object.

The virtual model had to be viewed from different di-
rections by rotating the scene in order to eliminate the
misalignments. The size of the model displayed on the
screen could also be adjusted by dragging the scene to-
wards and away from the user. In Autodesk Maya, the
scene could be manipulated by dragging the mouse while
the “ALT” key is pressed. In the mid-air interaction, the
virtual scene can be manipulated at any time when mov-
ing up the non-dominant hand, as illustrated in Section
5.3. In the mid-air interaction, grasping was performed
by moving the fingers towards the thumb. The distance
between the thumb tip and the index fingertip D was mea-
sured for activating events. The maximum and minimum
thresholds Dmax and Dmin (which were illustrated in Sec-
tion 5.2) could be adjusted for different hand sizes in the
experiment, and they fell into the range between 3 cm and
7 cm. The maximum C/D ratio r2 was set as 5 for trans-
lation and 2 for rotation in the experiment, while the min-
imum C/D ratio for both translation and rotation was set
as r1 = 1.

6.2. Equipment

We used a desktop computer and a Leap Motion
controller. The desktop computer was Alienware Au-
roro R5 with the Intel Core i7-6700 Processor (4-Cores,
8MB Cache, Turbo Boost 2.0, up to 4.0GHz) and 32GB
(4X8GB) DDR4 2133MHz SDRAM Memory. The
Graphic card was NVIDIA GeForce GTX 1080 with 8GB
GDDR5X. The monitor was 24 inches with a resolution of
1920 × 1200. The Leap Motion controller was connected
to the desktop though a USB port. It was placed on the
table facing up in front of the screen.

6.3. Procedure

24 participants (18 male, 6 female) were invited. The
average age was 25.9 (sd = 3.7). All of them were stu-
dents from the university or colleagues in the research lab.

Figure 8: The setup for the user study for the (a) mid-air group and (b)
Maya group.

None of them had an experience with Leap Motion con-
troller or Autodesk Maya. They were evenly divided into
two groups: to use Autodesk Maya and to use mid-air in-
teraction. The user study setups for the two groups are
shown in Figure 8. The maximum and minimum thresh-
olds of grasping Dmax and Dmin were calibrated for the
mid-air group. Participants were required to open and
close their fingers several times until they could comfort-
ably reach the three ranges of grasping separated by the
two thresholds. The objective and requirements were il-
lustrated to the participants in the beginning. The partic-
ipants were allowed to practice the task and then to per-
form it. The experimenter was sitting next to the partici-
pants to take videos and to give instructions. Finally, the
participants were asked to fill in a questionnaire based on
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Figure 9: Average time spent on each step of the task.

a 5-point Likert scale, where 1 = strongly disagree and 5
= strong agree.

• Q1: It is easy to learn and acquire the interaction
skills;

• Q2: It is easy to remember the interaction tech-
niques;

• Q3: I feel comfortable during interaction;

• Q4: The system is easy to control;

• Q5: I can do the task as precisely as I want.

The user study took around 30 minutes.

6.4. Results

All the participants successfully completed the task,
and 24 pieces of videos were collected and analysed. The
results showed that the mid-air interaction (297.3 sec, sd
= 66.7) was significantly faster than the interaction with
Autodesk Maya (519 sec, sd = 149.8) for the modeling
task (p ≈ 0). By breaking down the time into individual
steps, we found that for steps (a) - (d), mid-air interaction
was significantly faster than that using Maya (p ≈ 0.05
for (b) and p ≈ 0 for the others), but there was no signifi-
cant difference for step (e). The average time and standard

error of each step when using mid-air interaction and Au-
todesk Maya can be seen in Figure 9.

Our initial proposition, explaining the time difference
between the two kinds of interaction, was that mid-air
interaction allowed for direct manipulations or deforma-
tions in 3D space instead of separating them into a se-
quence of 2D operations. In order to verify it, we counted
the number of manipulations or deformation operations
involved. We considered one operation as an action which
begins with clicking the mouse button or closing the non-
dominant hand, and ends with releasing the button or
opening the non-dominant hand. The operations which
we counted included manipulation of the scene and in-
teracting with the scene objects. Menu selection was ex-
cluded from the counting, since they were inevitably in-
volved but not relevant to the major interest of this user
study. We found that the average number of operations
when using mid-air interaction (46, sd = 7.6) was sig-
nificantly less (p ≈ 0) than that when using Autodesk
Maya (102.2, sd = 20.4). The breakdown of the aver-
age number of operations in each step is shown in Fig-
ure 10. Furthermore, we found that there was a signif-
icant positive relationship between the interaction time
and operations for both interactions using Autodesk Maya
(r = 0.69, F(1,N=10) = 9.01, p < 0.05) and mid-air inter-
action (r = 0.60, F(1,N=10) = 5.58, p < 0.05). Finally, we
divided the total time by the total number of operations.
We then found that significantly lesser time was needed
(p < 0.05) for performing one operation when using Au-
todesk Maya (5.05, sd = 0.76) than that using Mid-air
interaction (6.8, sd = 2.8).

By observation of the user interaction, translation (step
a), placing (step b), and alignment (step d) were in-
deed performed more efficiently with mid-air interaction,
where decomposed sequence of 2D operations when us-
ing a mouse could be performed as integrated 3D trans-
lation or 6 DOF positioning. For the task of bending, the
designed interaction technique allowed the bending posi-
tion, extent and direction to be controlled simultaneously
with 3 DOFs. In comparison, these operations had to be
done with translation, rotation and bending widgets sepa-
rately when using Autodesk Maya. It further complicated
the task when the user had to switch between different
widgets frequently in the process. Too many interactive
arrows or lines were displayed, which confused the user
and resulted in a higher rate of errors. However, the twist-
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Figure 10: Average number of operations on each step.

ing task only consisted of a few operations in both systems
including adjusting the bounding range and rotating one
end of the shape around its central axis. Therefore, simi-
lar number of operations and time were involved in both
interaction paradigms, as it can be observed in Figure 10.

Next, we proceeded to participants’ subjective evalu-
ations of the interaction techniques. The results showed
that there was no significant difference between mid-air
interaction and using a mouse in aspects of learnabil-
ity, mental load, comfort, controllability and precision,
as shown in Figure 11. The proposed interaction tech-
nique was easy to learn (3.75, sd = 0.97) and remember
(3.67, sd = 0.89). Most participants could acquire and
remember the interaction technique easily, since it only
involved natural ways of grasping and motion of hands.
Compared to interaction using a mouse, mid-air interac-
tion was still a new interaction way to the users which
required some practice.

The results also showed that the proposed interaction
technique was as controllable and precise as using a
mouse (Q4 and Q5). By separating functions among two
hands, the proposed interaction way effectively solved the
problem of jump release and it also minimized occlusions.
The ability of continuous changing precision of interac-
tion allowed the participants to place objects precisely de-
spite of hand tremor. By observation of the user interac-
tion, their performance indeed improved significantly in
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Figure 11: Results of the user questionnaire.

comparison to our previous user studies presented in Sec-
tion 4. The participants made fewer errors when they were
preforming precision-controlled interaction in the mid-air.
It was even more preferable than using a mouse for some
3D tasks. As reflected by some of the participants, they
could not use a mouse precisely because it always failed
to map the way how they wanted to interact in 3D men-
tally. In contrast, the mid-air interaction allowed them to
work on the tasks in a more direct way, which was exactly
how they planed mentally the interaction with their hands.

Finally, in aspects of comfort (Q3), a prolonged mid-air
interaction caused arm fatigue, which made it less com-
fortable than using a mouse. However, some of the par-
ticipants could also gradually learn to rest their arms on
the desk, as it was actually anticipated, when they became
familiar with the mid-air interaction.

Therefore, the obtained results proved our initial hy-
pothesis that interaction in 3D modeling can be improved
by using optical sensors. However, the naturalness had to
be compromised to some extent to make sure hand mo-
tion can be reliably tracked so that the problems of hand
tremor and jump release could be solved.
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7. Discussion

It has to be admitted that separating natural grasping
motion among two hands is a compromise due to the poor
tracking quality of Leap Motion controller. However, it
was reflected in the user subjective evaluation that the
technique was not very difficult to learn since two hands
were still performing natural motions. Functions were
separated among two hands in accordance to the natural
asymmetric way of using our hands in real life [47].

As for comparison with common interaction in shape
modeling, the proposed interaction involved less num-
ber of operations compared to using the standard mouse-
based interaction. However, on average it took a longer
time to accomplish one operation than using a mouse,
which made it not much advantageous when doing low
DOF tasks. This was also confirmed by Burno et al. [48],
who found that compared to mouse, gesture-based inter-
action was less efficient and with a higher error rate for
2D selection tasks. Therefore, according to these obser-
vations, mid-air interaction is more promising to be used
for 3D modeling scenarios where arbitrary 3D interaction
consists of the major part of interaction.

8. Conclusion

In this paper, we investigated whether 3D tasks could
be performed as natural as in real life and as efficient
as in common 2D-tracking based interaction with optical
sensors. By comparison of the existing available optical
sensors, Leap Motion controller was selected as the de-
vice for testing. In the experiments, we found that com-
mon ways of both collision- and gesture-based interac-
tion could not allow us to achieve our goal, while gesture-
based interaction was still more promising.

Inspired by the way of playing the theremin, we pro-
posed a new gesture-based interaction technique which
separated functions among two hands: the dominant hand
was used for tracking position and orientation while the
non-dominant hand was used to trigger events and to
continuously control precision. Although from the first
glance the interaction way is not as intuitive as common
interaction, it can be better adapted to the tracking ca-
pability of the optical tracking device so that higher ef-
ficiency and precision can be achieved.

A user study was conducted to compare the proposed
interaction technique with the common 2D-tracking based
interaction. According to the subjective evaluation, no
significant differences were observed between mid-air in-
teraction and using a standard mouse in aspects of learn-
ability, mental load, comfort, controllability and preci-
sion. The specific modeling task could even be more
quickly accomplished with the propose interaction tech-
nique. The obtained results proved usefulness of existing
optical sensors in precise shape modeling and virtual as-
sembling tasks.
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